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Abstract: The proliferation of counterfeit merchandise in the global retail market represents a critical economic
challenge, undermining brand integrity and exposing consumers to inferior, unregulated products. Traditional methods
of authentication—often reliant on manual inspection by human experts—suffer from a "scalability-accuracy"
bottleneck, rendering them inefficient for high-volume supply chains and e-commerce platforms. Furthermore,
conventional image classification models frequently struggle with the nuanced, localized distortions typical of high-
quality "super-fakes," such as incorrect font kerning or minor geometric deviations. This research introduces "Logo
LIES" (Logo Identification & Estimation System), an integrated forensic framework that unifies real-time object
detection with an automated verification pipeline. The system bypasses the limitations of standard two-stage detectors
by adopting the Ultralytics YOLOVS architecture, a single-shot regression model optimized for speed and precision.
By utilizing a custom-trained dataset of authentic and counterfeit brand marks, the framework achieves high-fidelity
localization of logo anomalies in sub-second inference times. To resolve the challenge of user accessibility, the system
implements a "Liquid" User Interface coupled with an Al-driven forensic chatbot powered by the Google Gemini API.
This architecture is specifically engineered to abstract complex neural network outputs into actionable, plain-language
advice. A defining innovation of this project is its dual-modality inference engine, which facilitates both live webcam
scanning and static high-resolution image analysis through a shared Flask middleware. Empirical testing confirms that
the proposed system delivers a robust, low-latency solution capable of operating on standard consumer hardware
without dedicated GPU acceleration. By democratizing access to advanced brand protection tools, this work contributes
to the development of a secure digital retail ecosystem.

L. INTRODUCTION

The paradigm of retail security is undergoing a fundamental transition from physical, tag-based verification—such as
holograms and RFID—to more scalable, perception-based digital forensics. Central to this evolution is the field of
computer vision, which empowers automated systems with the capacity to perceive, decode, and authenticate physical
products through visual data. In recent years, the convergence of high-speed convolutional neural networks (CNNs) and
edge computing has opened new avenues for detecting manufacturing defects with unprecedented precision. While
early anti-counterfeiting systems were restricted to analyzing barcodes or QR codes, the modern requirement is for
dynamic, visual verification of the product itself. This necessitates a transition from analyzing metadata to interpreting
the underlying geometry of brand logos. By focusing on pixel-level feature extraction rather than external tags, it is
now possible to create systems that are not only more accurate but also harder for counterfeiters to circumvent.

1.1 Project Description

"Logo LIES" is a sophisticated computational framework designed to translate complex visual patterns into meaningful
forensic insights. At its technical core, the project unifies three distinct perception layers: Real-Time Object Detection,
Probability-Based Classification, and Generative Al Consultation. Unlike monolithic architectures that process images
as simple binary inputs, this system adopts a "context-aware" approach—understanding how specific visual defects
correlate with counterfeit probability. The system architecture utilizes a decoupled processing pipeline. First, it employs
the YOLOvV8 framework to regress bounding boxes around logo regions, effectively stripping away background noise
and focusing purely on the brand mark. This tensor data is then processed by a probability filter (Confidence
Thresholding) to determine the authenticity status. This synergy allows the system to distinguish between genuine
items and high-quality fakes by analyzing the geometric consistency of the logo. The modular nature of the software
ensures that the brand repository can be updated or expanded without disturbing the core inference engine, providing a
scalable solution for diverse retail sectors.

1.2 Motivation

The impetus for this research is rooted in the pursuit of economic security and consumer protection. In the current e-
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commerce landscape, many high-performance authentication services require expensive, proprietary hardware or paid
API subscriptions, which creates a barrier to entry for small businesses and individual shoppers. This project is
motivated by the desire to bridge this "verification gap" by proving that sophisticated deep learning models can deliver
real-time, high-accuracy results using only standard webcams and browser-based interfaces. Furthermore, the social
drive for this work centers on educating the consumer. For individuals who unknowingly purchase fake goods, there is
a lack of immediate, explanatory feedback. By creating a unified system that not only flags fakes but explains why via
the HydroBot Al assistant, this project provides a robust foundation for next-generation consumer awareness tools.
Additionally, the rise of "super-fakes" in the luxury market has accelerated the need for reliable, Al-augmented
inspection systems. The motivation behind this implementation is to provide a unified, platform-agnostic tool that
prioritizes forensic accuracy over raw speed, ensuring stable performance across varying lighting conditions and
camera angles.

II. RELATED WORK

The historical trajectory of counterfeit detection research has moved from resource-intensive, manual analysis toward
streamlined, automated perception models. Early frameworks successfully pioneered texture analysis (e.g., LBP - Local
Binary Patterns) but were fundamentally limited by their inability to handle complex backgrounds or varying scales.
The emergence of the YOLO (You Only Look Once) family of architectures marked a significant departure from these
"sliding window" techniques by prioritizing the regression of bounding boxes and class probabilities in a single
evaluation pass. By distilling raw video feeds into a series of tensor predictions, modern systems can effectively
neutralize background interference and occlusion. This abstraction allows for the execution of sophisticated detection
algorithms on standard CPU-based computing environments without sacrificing accuracy, thereby facilitating the
democratization of high-fidelity brand protection tools. While object detection provides a location for the logo, the
interpretation of its authenticity requires the integration of fine-grained feature matching. Academic discourse in
forensic vision highlights that isolated global features are often insufficient for distinguishing between "Real" and
"Fake" logos, necessitating the use of deep feature extractors like ResNet or CSPDarknet (used in YOLOVS). These
backbones possess an inherent capacity to learn hierarchical features, enabling them to synthesize the curvature,
spacing, and texture of a logo. Research indicates that by capturing these micro-features, systems can move beyond
simple object recognition to achieve high-level forensic classification. This fusion of geometric regression and deep
feature learning forms the basis for a unified recognition framework that can decode the nuance of brand identity with
real-time responsiveness.

III. METHODOLOGY

The technical execution of the "Logo LIES" system follows a structured computational pipeline designed to transform
raw optical data into meaningful forensic verdicts. By adopting a detection-centric approach rather than a simple
classification one, the methodology prioritizes high-speed inference and localization accuracy. The process is divided
into four critical phases: image acquisition, inference & regression, result filtering, and interactive visualization.

3.1 SYSTEM ARCHITECTURE AND DATA FLOW

The overall logic of the system is governed by a linear data-processing pipeline that manages everything from frame
ingestion to final augmented reality (AR) overlay. This architecture is designed to handle high-frequency video streams
while maintaining low latency.

3.2 KINEMATIC DATA ACQUISITION AND NORMALIZATION

The initial phase of the methodology involves the extraction of high-fidelity visual data from a live video stream or
static upload. Using the OpenCV library, the system captures frames and converts them into a NumPy array structure
suitable for tensor processing. Unlike traditional methods that process raw pixel data directly, this system "sanitizes"
the input by resizing it to the model's native resolution (e.g., 640x640) and normalizing pixel values (0-255 to 0-1).
This ensures that the subsequent deep learning models receive a consistent numerical representation of the visual field,
regardless of the input source resolution.

3.3 TEMPORAL SEQUENCING VIA RECURRENT ARCHITECTURES

The core intelligence of the system resides in the YOLOVS inference engine. Upon receiving the normalized frame, the
model executes a forward pass through its Convolutional Neural Network (CNN) backbone. This process generates a
dense grid of predictions, each containing bounding box coordinates (x, y, width, height), an objectness score, and class
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probabilities (Real vs. Fake). The system utilizes Non-Maximum Suppression (NMS) to eliminate redundant,
overlapping boxes, ensuring that each detected logo is represented by a single, optimal bounding box.
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Fig. 1. Flowchart of methodology
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3.4 MODULAR INFERENCE AND DECOUPLED LOGIC

A defining feature of this methodology is its decoupled modular design. The application logic is bifurcated into
independent modules: one dedicated to visual inference (Computer Vision) and another focused on user education
(Generative Al). This modularity allows the system to share a common web server (Flask) while executing specialized
tasks asynchronously. For detection, the YOLO module prioritizes speed and geometric accuracy. For consultation, the
Gemini API module prioritizes natural language understanding and context retention. By separating these concerns, the
framework can be expanded with new brand classes or chatbot capabilities without requiring a complete redesign of the
core tracking engine.

3.5 PREDICTIVE SMOOTHING AND CONFIDENCE THRESHOLDING

To mitigate the "flicker" and false positives common in live webcam feeds, the methodology incorporates a post-
prediction stabilization layer. This layer applies a confidence-based thresholding mechanism to the output of the YOLO
model. A detection event is only triggered if the model's confidence score exceeds a predefined probability (e.g., 0.40).
This prevents low-confidence "ghost" detections from cluttering the user interface and ensures that the visual feedback
provided (Red/Green boxes) is stable and reliable. This final stage of the methodology ensures that the system provides
a fluid, real-time experience suitable for interactive retail or supply chain applications.
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IV. SIMULATION AND EVALUATION FRAMEWORK
A. EXPERIMENTAL SETUP AND ENVIRONMENT

The simulation of the "Logo LIES" system was conducted in a controlled computational environment to evaluate the
efficiency of the YOLOVS architecture. The system was developed using Python 3.10 and integrated the Ultralytics
library for high-speed tensor inference. The hardware used for the simulation was a standard laptop with an Intel i5
processor and 8GB RAM, intentionally avoiding high-end GPUs to prove the system’s accessibility. The software
architecture followed the pipeline of Flask server initialization, model loading (best.pt), and webcam stream handling.

B. DATASET PREPARATION AND REFINEMENT

For the evaluation phase, the system utilized a custom-curated dataset approach:
e Authentic Samples: High-resolution images of genuine logos (e.g., Nike, Adidas, BMW) captured from
official product catalogs and verified retail items.
e Counterfeit Samples: Images of known fake products collected from online repositories and forensic
databases, featuring common defects like misspellings, wrong colors, or distorted shapes.
e Augmentation: The dataset included variations in rotation, brightness, and noise to test the system’s ability to
handle environmental variability.

C. OUTPUT ANALYSIS AND UI VALIDATION
The primary objective of the simulation was to verify the transition from Raw Image Input to Forensic Verdict Display.

Forensic Overlay Results

The first stage of the output confirms that the system can successfully identify the region of interest (ROI) and apply
the correct classification label.
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Fig 1: Fake Logo Detection
Multi-Modal Classification (Action vs. Sign)

The simulation successfully demonstrated the dual-mode logic. When the system received a static file upload, it
triggered the high-resolution inference path; when the webcam was active, it switched to the optimized real-time video
stream.
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Fig 3 : Counterfeit Detection on Batch Image (Red Boxes)

V. RESULTS AND DISCUSSION

The empirical evaluation of the "Logo LIES" system demonstrates the high efficiency of a detection-centric
architecture over traditional manual inspection methodologies. During the simulation, the system maintained a
consistent processing rate of 15-20 frames per second on standard hardware, validating that the "Preprocessing" and
"Inference" stages effectively handle the computational load without causing browser lag. This ensures that the system
remains accessible for users with basic laptops, fulfilling the goal of democratizing high-fidelity brand protection tools.

The integration of a confidence threshold was critical for the successful filtering of results. By enforcing the "Score >
0.40" condition, the system effectively filtered out background noise and prevented the misclassification of non-logo
objects. The results showed that this approach significantly reduced false positives, as the model only alerted the user
when it had a high degree of certainty regarding the visual features.

The modular design allowed the system to switch seamlessly between Scanner Mode and Chatbot Mode based on
user intent. Visual detections were rendered with high accuracy by leveraging the trained Y OLO weights, while user
questions were answered through the integrated Gemini AI module. This bifurcation ensures that the system can handle
multi-modal inputs concurrently, providing a versatile platform that can adapt to different user needs, from quick
scanning to in-depth forensic learning.

Lastly, the discussion of results highlights the system's robustness in non-ideal environments. The decision gate for
"Camera Permissions" allowed the system to implement a graceful fallback strategy (File Upload) during moments of
hardware unavailability, ensuring that the user workflow remained uninterrupted. Coupled with the real-time history
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logging in the SQLite database, the system effectively created an audit trail of all inspections, ensuring that the "Recent
Scans" display on the dashboard remained accurate and up-to-date.

VI. CONCLUSION

The development of the "Logo LIES" system successfully demonstrates that high-fidelity counterfeit detection can be
achieved through a lightweight, deep-learning architecture. By prioritizing the regression of bounding boxes over
simple image classification, the system effectively bridges the gap between sophisticated forensic science and
accessible, consumer-grade web technologies. The integration of the YOLOVS8 engine for object detection ensured that
the input data was parsed with geometric precision, providing a robust foundation for subsequent authenticity
verification.

The core achievement of this research lies in the synergy between Computer Vision and Generative Al. By
implementing a "human-in-the-loop" interface via the HydroBot assistant, the system transitioned from a "black box"
predictor to an educational tool. This approach allowed the user not only to see that an item was fake but to understand
why, effectively refining the consumer's own ability to spot counterfeits over time.

Furthermore, the system's modular design proved highly effective in handling diverse retail scenarios. The unified
Flask backend—allowing the system to serve both the detection API and the frontend dashboard—ensured that data
flowed seamlessly between the Neural Network and the User Interface. This versatility, combined with the "Liquid" Ul
design for intuitive navigation, created a resilient framework capable of maintaining user engagement even during
complex forensic tasks.

Ultimately, this project provides a scalable and inclusive solution for the future of digital brand protection. By
delivering real-time performance on standard CPUs without the need for expensive GPU acceleration, the system
facilitates the democratization of Al-driven security tools. The successful realization of this framework serves as a vital
step toward creating a safer, more transparent global marketplace.

VIl. FUTURE WORK

The current implementation of the "Logo LIES" system establishes a robust baseline for automated counterfeit
detection, yet several avenues exist for sophisticated expansion. One primary direction involves the integration of
Optical Character Recognition (OCR) architectures. Transitioning from pure logo shape detection to text analysis could
allow the system to cross-reference serial numbers and manufacturing codes, potentially increasing the accuracy of
detecting "Ghost Shift" products (unauthorized items made in legitimate factories).

Another critical area for future development is Mobile-First Optimization (PWA). While the current system operates
efficiently on web browsers, porting the framework to a Progressive Web App format would enhance portability for
field agents and customs officers. This would involve further compressing the model parameters using TensorFlow
Lite or ONNX Runtime to minimize data usage while maintaining the mandatory latency threshold for real-time
scanning.

Furthermore, the system’s perception capabilities could be broadened by incorporating Texture Analysis modules. By
adding a "Macro Zoom" analysis phase to the existing pipeline, the system could interpret the material quality (e.g.,
leather grain, fabric weave) of the product. This multi-modal fusion of geometry, text, and texture would create a more
holistic understanding of product authenticity, which is particularly vital for the luxury goods sector.

Finally, the logic layer could be expanded to include Blockchain Verification. Instead of a simple local database log,
future iterations could mint a digital certificate for every verified authentic item. This would allow the system to create
an immutable "Chain of Custody" for products, effectively preventing the re-entry of counterfeit goods into the supply
chain.
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